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Figure 1: XaiR system architecture and dataflow – This demo showcases an Augmented Reality (AR) system that guides users
through a task using virtual 3D objects anchored in the environment. First, a 3D world mesh reconstruction lives natively on
Magic Leap 2 AR headset, which streams audio and images tagged with camera pose to a server. A “Reality Encoder” processes
this data and, along with a high-level task description, creates a prompt sent to an “LLM-Backend.” Here, the prompt is sent to
multiple multimodal Large Language Models (LLMs) for inference—one generating a textual response, the other generating
2D bounding box coordinates of relevant objects. These responses are then sent to the headset. A “Reality Decoder” converts
2D coordinates to 3D by raycasting into the reconstructed mesh. Using these 3D coordinates, AR objects overlay in the user’s
environment for task guidance.

ABSTRACT
As Artificial Intelligence (AI) and eXtended Reality (XR) evolve, inte-
grating them effectively remains a challenge. Although multimodal
large language models (MLLMs) offer powerful reasoning over text
and images, they lack an inherent understanding of 3D space. Addi-
tionally, XR headsets are resource-constrained and cannot run these
models locally. To address this gap, we introduce XaiR, a system
that integrates MLLMs with XR to enable AI-driven spatial reason-
ing and interaction. XaiR employs a client-server architecture in
which an XR headset (client) captures spatial data, generates 2D
snapshots of the 3D environment, and renders augmented reality
(AR) content, while a remote server runs multiple parallel MLLMs
to generate contextually aware responses. Our demo showcases
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an XR cognitive assistant application that guides a user through a
series of instructions. Deployed on a mobile AR headset, our system
dynamically interprets user actions, tracks task progress in real
time, and provides textual feedback and AR-guided assistance.

CCS CONCEPTS
•Human-centered computing→Mixed / augmented reality; •
Computingmethodologies→ Spatial and physical reasoning;
• Computer systems organization → Embedded and cyber-
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1 INTRODUCTION
Integrating eXtended Reality (XR) with Artificial Intelligence (AI)
opens new possibilities for intelligent, immersive experiences but
presents significant challenges. XR headsets capture rich spatial
data yet lack the power to run large AI models. Meanwhile, Multi-
modal Large Language Models (MLLMs) excel at processing text
and images [5, 6] but struggle to reason about 3D environments.
Bridging this gap is essential to enable AI systems to not only
understand but also interact with the physical world meaningfully.

We introduce XaiR (pronounced “x-air”) [4], a platform that
enhances XR experiences by integrating spatial context withMLLM-
powered reasoning. Unlike traditional AI applications on head-
mounted devices (HMDs) focused on verbal queries [1, 2], XaiR
incorporates a live 3D world mesh, allowing MLLMs to interpret
surroundings and generate AR responses in the physical world.
This enables more immersive interactions where MLLMs provide
context-aware assistance beyond simple question-answering.

To overcome XR headsets’ memory limitations, XaiR employs
a client-server architecture [1, 3]. The headset (client) captures
spatial data, 3D world mesh, and renders AR content, while the
server handles computationally intensive MLLM inference with
the ability to run multiple parallel models. After processing images,
speech, and text, XaiR maps responses into the physical world
via raycasting within the headset’s world mesh reconstruction,
ensuring responses are anchored in the user’s environment.

We demonstrate our system through a cognitive assistant appli-
cation that guides users through physical-world tasks using AR.
This application supports tasks requiring sequential instruction,
such as setting up appliances or assembling furniture. By leveraging
XaiR’s ability to capture, reason, and respond to the physical world,
the assistant provides real-time, interactive guidance anchored to
the user’s environment.

2 SYSTEM OVERVIEW
Our cognitive assistant application, built on XaiR, provides real-time
AR guidance for hands-on tasks like assembling furniture or setting
up appliances. The system consists of three components—Reality
Encoder, LLM-backend, and Reality Decoder as seen in Figure 1—
distributed between a Magic Leap 2 headset and a server with
two RTX 3090 Ti GPUs. The headset captures user input (audio,
images, and spatial data), while the server processes this data with
multimodal AI models to generate real-time AR instructions.

2.1 The Reality Encoder
Reality Encoder on the headset converts user speech and egocentric
images into prompts that the LLM-Backend can process. Each image,
when captured, is marked with a timestamp and camera pose, which
will be useful later when creating AR content based on the images.
To track progress in sequential tasks, two images are included in
each prompt—one from the current moment and one from an earlier
step—along with transcribed speech and a high-level task description.
The high-level task description adds information like the current
instruction the user is following and the overall instruction set. This
allows the system to understand the user’s state and environment
for more contextual feedback from the MLLMs.

2.2 LLM-Backend
LLM-backend processes prompts from the Reality Encoder, running
multiple MLLMs in parallel to generate real-time assistance. In our
cognitive assistant, GPT-4V [6] provides reasoning and feedback,
while Ferret [5] identifies objects relevant to the instruction. Ferret
generates 2D bounding boxes, helping the system track task-related
objects, while GPT-4V analyzes user actions and generates textual
guidance. The two models are queried simultaneously, and the
server merges their outputs to produce accurate, context-aware
responses. Running themodels in parallel ensures that our inference
time is limited by the slowest MLLM, which is typically GPT-4V.

2.3 The Reality Decoder
Reality Decoder translates LLM-Backend responses into AR over-
lays. By raycasting from the camera pose of the captured image, it
converts Ferret’s 2D object locations into 3D coordinates, allowing
AR arrows to point to key objects in the user’s environment. The
assistant also displays step-by-step instructions and feedback as
text in AR, helping users understand and correct their actions in
real time. The headset persistently tracks virtual objects, keeping
AR overlays in place without needing continuous reprocessing.

3 DEMONSTRATION
Our demonstration will showcase the cognitive assistant that guides
users in assembling circuits using electronic snap kits. Wearing a
Magic Leap 2 headset, the user will interact with real-world compo-
nents while the assistant provides step-by-step AR guidance. The
assistant will recognize user actions, overlay AR annotations on
relevant components, and display textual instructions to ensure the
user follows the correct sequence. The assistant will also continu-
ously analyze actions and provide real-time feedback on whether
each step was completed correctly and automatically advance to
the next step. The user can also ask a question by speaking to
the assistant, which will provide context-aware responses. This
setup highlights XaiR’s ability to capture and interpret physical
scenes, reason about them using MLLMs, and provide intelligent,
interactive AR responses.
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